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Abstract. This paper describes an example-based machine translation (EBMT) method based on tree-string corre-
spondence (TSC) and statistical generation. In this method, the translation example is represented as a TSC, which is a
triple consisting of a parse tree in the source language, a string in the target language, and the correspondence between
the leaf node of the source-language tree and the substring of the target-language string. For an input sentence to be
translated, it is first parsed into a tree. Then the TSC forest which best matches the input tree is searched for. Finally
the translation is generated using a statistical generation model to combine the target-language strings of the TSCs.
The generation model consists of three features: the semantic similarity between the tree in the TSC and the input
tree, the translation probability of translating the source word into the target word, and the language-model probability
for the target-language string. Based on the above method, we build an English-to-Chinese MT system. Experimental
results indicate that the performance of our system is comparable with phrase-based statistical MT systems.
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1. Introduction

This paper presents an Example-based machine translation (EBMT) method based on tree-string
correspondence (TSC) and statistical generation. According to this method, the translation example
is represented as a TSC, which is a triple consisting of a parse tree in the source language, a string
in the target language, and the correspondence between the leaf node of the source-language tree
and the substring of the target-language string. There are three steps to translate an input sentence.
First, the input sentence is parsed into a tree. Then the TSC forest that best matches the input tree is
searched for. Lastly, the translation is generated using a statistical generation model to combine the
target-language strings in the TSCs. The generation model consists of three features: the semantic
similarity between the tree in the TSC and the input tree, the translation probability of translating
the source word into the target word, and the language-model probability for the target-language
string.

Based on the above method, we built an English-to-Chinese MT system. Experimental results
indicate that the performance of our system is comparable with phrase-based statistical MT systems.

The paper is organized as follows. In the remainder of this section, we summarize the related
work and present an overview of our EBMT method based on TSC and statistical generation. In
Sect. 2, we give a detailed description of TSC. In Sect. 3, we describe the tree matching method. In
Sect. 4, we present the statistical translation generation method. In Sect. 5, we describe the resources
used in the experimental set up. Section 6 presents the results of these experiments together with a
description of the evaluation carried out. In Sect. 7, we present our conclusions together with avenues
for further research.

1.1. Translation example storage

In recent years, EBMT systems have shown an increasing tendency to use annotated tree structures
as translation examples (Watanabe 1992; Poutsma 2000; Al-Adhaileh et al. 2002; Way 2003; Aramaki
and Kurohashi 2004). In the preprocessing stage of these systems, both the source sentence and the
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target sentence in an example are parsed into trees. Moreover, the corresponding subsentential nodes
and word pairs in the examples are aligned. During translation, bilingual fragments are extracted from
the preprocessed examples and are used to generate the final translation. As the annotated exam-
ple contains additional syntactic information, such as phrase-structure information, these annotated
translation examples can be used to improve translation accuracy. However, it is difficult to build
such a structural translation example database because of two reasons. First, some languages lack
parsing tools of high accuracy. Second, it is difficult to build the structural correspondences between
two languages with quite different linguistic structures (Shieber 1994; Al-Adhaileh et al. 2002), such
as English and Chinese.

In this paper, the translation example is represented as a TSC. To convert a bilingual sentence
pair into a TSC, only the source-language sentence should be parsed. The target-language sentence is
represented as a word string (cf. Yamada and Knight 2002; Langlais and Gotti 2006). Moreover, only
the word-level correspondences are stored in the TSC. The word correspondences can be obtained
from bilingual word alignment.

1.2. Translation example matching

In an EBMT system using structural translation examples, the similarity between the translation
example and the input sentence is calculated using tree-edit distance (Matsumoto et al. 1993; Watan-
abe 1995; Al-Adhaileh and Kong 1999). The calculation involves a rather complex tree-matching
operation. It is certainly a considerable computation cost in any practical system (Somers 1999).
Utsuro et al. (1994) attempted to reduce the computational cost of matching by taking advantage
of the surface structure of Japanese, in particular its case-frame-like structure (NPs with overt case
marking). They developed a similarity measure based on a thesaurus for the head nouns. Their method
unfortunately relies on the verbs matching exactly, and also seems limited to Japanese or languages
with similar structures.

In this work, we propose a greedy TSC-tree matching algorithm to find the TSC forest efficiently.
In this algorithm, we need to search out only the TSC forest that matches the input parse tree to
translate an input sentence. The corresponding translation fragment in the translation example is
also determined by the TSC forest.

1.3. Translation generation

For EBMT systems, there are two major approaches to selecting the translation fragments and to
generating the final translation. Semantics-based approaches (Aramaki et al. 2003; Aramaki and
Kurohashi 2004) obtain an appropriate translation fragment for each part of the input sentence by
means of a thesaurus. The final translation is generated by combining the translation fragments in
a predefined order. This approach does not take into account the transition between fragments. Sta-
tistical approaches (Kaki et al. 1999; Callison-Burch and Flournoy 2001; Akiba et al. 2002; Imamura
et al. 2004) select translation fragments with a statistical model. The statistical model can solve the
transition problem by using n-gram co-occurrence statistics. However, this method does not take into
account the semantic relations between the example and the input sentence.

We propose a method that combines the semantics-based and the statistical approaches to select
the translation fragments and to generate the translation. The generation model consists of three
feature functions: the semantic similarity between the tree in the TSC and the input tree, the
translation probability of translating the source word as the target word, and the language-model
probability for the target language string.
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Figure 1. Example of a TSC for example (1)

2. Tree-string correspondence

2.1. Matching-tree

Given a phrase-structure tree T and a sub-tree Ts of T , Ts is a matching-tree of T if Ts satisfies the
following conditions:

1. There is more than one node in Ts;

2. In Ts, there is only one node r (the root node of Ts) whose parent node is not in Ts. All the other
nodes in Ts are descendant nodes of r;

3. For any node n in Ts except r, the sibling node of n is also in Ts.

If all the descendant nodes of root node r are in Ts, then the matching-tree Ts is a maximal

matching-tree rooted at r. Otherwise the Ts is a partial matching-tree rooted at r. A tree T is a
maximal matching-tree of itself.

In this article, each node of a tree is labeled with its headword and category.
Figure 1 shows a TSC corresponding to the translation example (1). The concept of TSC will

be presented in detail in Sect. 2.2. Here, let us consider the tree T0 rooted at node 0 in Fig. 1 (for
the sake of clarity, each node of the tree is numbered in ascending order). The subtree that consists
of nodes 4-13 is a maximal matching-tree of T0. The subtree that consists of nodes 4-6 and 9-11 is a
partial matching-tree of T0. However, the subtree that consists of the nodes 4-6 is not a matching-tree
of of T0, because the sibling node 9 of nodes 5 and 6 is not in the subtree.

(1) Mary borrowed a book from her friend.
çwl¨*l@p/
��Ö"

Mali cong ta pengyou nali jie le yi ben shu .

MARY FROM HER FRIEND THERE BORROW PAST ONE COUNT BOOK
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a. Maximal TSC b. Partial TSC

Figure 2. Maximal TSC and partial TSC

2.2. Definition of tsc

A TSC is defined as a triple < t, s, c >, where t is a matching-tree of the source-language parse tree;
s is a target-language string corresponding to t; c denotes the word correspondence, which consists
of the links between the leaf nodes of t and the substrings of s.

A TSC is used to represent either of the following:

1. A static translation example. In the TSC-based EBMT system, a preprocessed translation example
is statically stored as a TSC in the example database;

2. A dynamic translation example fragment. During the example matching procedure, a translation
example fragment, which is identified to match the input, is represented as a TSC.

In this article, we use English-ChineseMT as a case study, and the English-Chinese translation
in (1), the TSC of which appears in Fig. 1, as a working example.

In Fig. 1, the English sentence is parsed into a phrase-structure tree rooted at the node 0. Each
node of the tree is labeled with its headword and category. For example, the root node 0 of the tree is
labeled “TOP (borrowed)”, where “Top” is the category and borrowed is the headword. The Chinese
sentence is segmented into words. The corresponding words between the English sentence and the
Chinese sentence are aligned, as represented by the broken lines in the figure. For some words in
one language, such as the Chinese word @pnali ‘there’ and 
le (an aspect marker), there are no
corresponding words in the other language.

According to the definitions of maximal matching-tree and partial matching-tree, we also define
two kinds of TSC: maximal TSC and partial TSC.

2.3. Maximal tsc

Given a TSC < t0, s0, c0 >, TSC < t, s, c > is a maximal TSC of < t0, s0, c0 > if t is a maximal
matching-tree of t0. The target language string s is determined as follows:

Let s0 = e1, e2, . . . , eI . St is the word set that includes all the words in the target language
corresponding to the leaf nodes in t. In the set St, we regard the same words at different positions as
different words.

Let L = argminj{j|ej ∈ St} and R = argmaxj{j|ej ∈ St}.
Then, for the maximal TSC < t, s, c >, s = eL, eL+1, . . . , eR. In this article, s is also regarded as

the translation of the root node of t.
In Fig. 2a, eL is lcong ‘from’, eR is Öshu ‘book’. s is the string (2), and is also regarded as the

translation of node 4.
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Figure 3. Example of homologous TSCs

(2) l¨*l@p/
��Ö
cong ta pengyou nali jie le yi ben shu

‘borrow a book from her friend’

In the maximal TSC < t, s, c >, c represents the correspondence between the leaf nodes of t and
the words in s.

2.4. Partial tsc

Given a TSC < t0, s0, c0 >, TSC < t, s, c > is a partial TSC of < t0, s0, c0 > if t is a partial
matching-tree of t0.

In the partial TSC < t, s, c >, if a leaf node n of t is a nonterminal node in t0, then n is called a
substitution node. The corresponding translation of n in the target-language string is replaced by the
category symbol of the node. The category symbol in the target-language string is called substitution

symbol. There exists a correspondence between the substitution node and the substitution symbol.
For a partial TSC < t, s, c >, s consists of both the target-language words and the substitution

symbols. s is similarly determined as the string in maximal TSC except that the translation of the
substitution node is replaced with the substitution symbol. In Fig. 2b, there are two substitution
nodes, 6 and 11 (highlighted in bold). For the Chinese string, the symbols in the angle brackets are
the substitution symbols. The first substitution symbol is the replacement of ¨*lta pengyou ‘her
friend’, which is the translation of the node 11. The second one is the replacement of ��Öyi ben

shu ‘a book’, which is the translation of the node 6.
In the partial TSC < t, s, c >, c represents the correspondence between the leaf nodes of t and

the words (or the substitution symbols) in s.

2.5. Homologous tsc

Given a TSC < t0, s0, c0 >, TSC < t0, si, ci > is called the homologous TSC of < t0, s0, c0 >.
The matching-tree of a TSC is the same to the matching-tree of its homologous TSC. But the

target-language strings and the correspondences in a TSC and its homologous TSC are different. “Two
TSCs are Homologous” means that the same source-language tree can be translated into different
target-language strings. For example, Fig. 3 shows the TSCs which are the homologous TSCs of the
partial TSC in Fig. 2b.

2.6. Unaligned word in a tsc

In a bilingual sentence pair, some words in one language, such as quantifiers and some of the auxiliary
words, have no counterparts in the other language. For example, in Fig. 1, the Chinese words @
pnali ‘there’ and 
le (an aspect marker), have no counterparts in the source English sentence.
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However, these unaligned words are important to ensure the fluency of the translation. In this article,
when combining the translation fragments, we deal with any unaligned words adjacent to translation
fragments as follows.

Give a TSC < t, s, c >, s is first determined as described in Sects. 2.3 and 2.4. Then the unaligned
words adjacent to s or substitution symbols are regarded as optional words. The statistical translation
generation procedure, described in Sect. 4, will make a decision as to whether or not to keep these
unaligned words in the final translation.

Figure 4 shows a TSC with a unaligned word, @pnali ‘there’.
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Figure 4. TSC with unaligned word

3. TSC-tree matching

A TSC < t, s, c > matches a parse tree T , if the following conditions are satisfied:

1. The nonterminal node of t matches both the headword and the category of the corresponding
node of T;

2. the leaf node of t matches at least the category of the corresponding node of T.

In the translation example database, there may be many TSCs that match an input parse tree.
For each TSC, we assign a matching score to describe its similarity with the parse tree. Based on the
matching score, we use a greedy tree-matching algorithm to search out the TSC forest which best
matches the given parse tree.

3.1. Matching criterion

We have the following assumptions about the matching between a TSC and a tree:

1. The more nodes in the TSC, the better;

2. The higher the semantic similarity between the substitution node of TSC and its corresponding
node of the parse tree, the better.

Therefore, the matching score between a TSC < t, s, c > and a parse tree T is defined as the
sum of the similarity between the nodes in t and their corresponding nodes in T . It is calculated as
shown in (3).

(3) M(< t, s, c >, T ) =
∑

ni∈t Sim(ni, n
′

i)

where, ni is the ith node in t, n′

i is the corresponding node of ni in T , and Sim(ni, n
′

i) is the
similarity between ni and n′

i.

If both the headword and the category of ni are identical with that of n′

i, Sim(ni, n
′

i) is set to
1.0. Otherwise, Sim(ni, n

′

i) is defined as the semantic similarity between the headwords of the two
corresponding nodes, as in (4),
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(4) Sim(ni, n
′

i) = WordSim(fi, f
′

i)

where, fi is the headword of ni, f ′

i is the headword of n′

i.

In this work, the semantic similarity between English words is calculated using WordNet (Fell-
baum 1998). We employ the same method as described in Lin (1998) to calculate the semantic
similarity between words in the semantic hierarchy, as shown in (5),

(5) WordSim(f1, f2) = 2×log p(C0)
log p(C1)+log p(C2)

where Ci is the concept that fi belongs to, C0 is the nearest common ancestor in the semantic
hierarchy that subsumes both C1 and C2, and p(Ci) is the probability of encountering an instance of
Ci in the corpus.

3.2. Matching algorithm

A TSC forest matching a parse tree means that the matching trees in the TSC forest can exactly
compose the parse tree. For a parse tree, there may be many TSC forests that match it. We need to
find the TSC forest that best matches the input tree. In all the forests matching the input tree, the
TSC forest with the highest average matching score best matches the parse tree. We suppose that
the best matching TSC forest will be used to generate the best translation.

We use a greedy matching algorithm to search for a matching TSC forest. The result of the
greedy matching algorithm is good but not always optimal. However, the greedy algorithm balances
the translation quality and translation efficiency. For a given parse tree, the algorithm first searches
for the best matching TSC. Then, for each substitution node in this TSC, the algorithm searches
for the TSC that best matches the subtree of the parse tree rooted at the substitution node. This
procedure is iterated untill all substitution nodes are expanded. Figure 5 shows the outline of the
algorithm.

Let F be a TSC forest found by the tree-matching algorithm, and < ti, si, ci >, < tj , sj , cj >∈ F .
If the root node of tj corresponds to a substitution node of ti, then < tj , sj , cj > is called the child

TSC of < ti, si, ci >, and < ti, si, ci > is called the parent TSC of < tj , sj , cj >.
Figures 6 and 7 show the tree-matching procedure. The input sentence is (6). Figure 6 shows the

parse tree of the input sentence. Figure 7 shows the TSC forest that best matches the parse tree.

(6) The city is China’s principal capital market.

The algorithm first searches for all TSCs that match the parse tree rooted at the node “TOP
(is)”. Among all the candidate TSCs, TSC (a) in Fig. 7 achieves the highest matching score and
therefore is considered to be the best match of the parse tree.

In TSC (a), the substitution node “<VP>(is)” has a counterpart node “VP (is)” in the parse
tree. Then the algorithm continues to search for the TSCs that match the matching tree rooted at
“VP (is)” in the parse tree. As a result, TSC (b) in Fig. 7 achieves the highest matching score among
all the candidate TSCs and is considered to be the best match. Similarly, the substitution node in
TSC (b) has a counterpart node in the parse tree. So the algorithm searches for the TSC that best
matches the matching tree rooted at the counterpart node in the parse tree. This procedure continues
until there is no substitution node in the selected TSC. Finally, a TSC forest that includes five TSCs
is obtained. In this forest, TSC (b) is rooted at the substitution node in TSC (a). Thus, TSC (b) is
the child TSC of TSC (a) and TSC (a) is the parent TSC of TSC (b).
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Figure 5. Tree-matching algorithm
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Figure 6. Example of tree-matching algorithm: Parse tree of the input sentence

4. Statistical generation

To generate the final translation, a statistical generation model is used to combine the target-language
strings in the TSC forest in a bottom-up manner.

The following three feature functions are employed in statistical generation:

(1) The matching score between the tree in TSC and the input tree;

(2) The translation probability of translating the source word as the target word;

(3) The language-model probability for the target-language string.

Feature (1) and (2) measure the confidence of a TSC. Feature (3) measures the confidence of the
target-language translation.
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Figure 7. Example of tree-matching algorithm: TSC forest that best matches the parse tree

The final translation is determined by combining the feature functions as described in (7).

(7) t̃ = argmaxt{
∑

i λi log (hi)}

where hi is the feature function, λi is the weight of the feature function, and t̃ is the final translation.

To involve more possible translation candidates in the statistical generation procedure, we extend
each TSC forest by adding its homologous TSCs in the forest.

4.1. Feature functions

The matching score is calculated as shown in (3) above. In (8), the matching score is denoted as
hMS(< t, s, c >, T ).

(8) hMS(< t, s, c >, T ) = M(< t, s, c >, T )

The word-translation probability feature function measures the confidence of the word corre-
spondence in the TSC. The word translation probability of a TSC is defined in (9),

(9) hTM(< t, s, c >) = exp{
∑

ej↔fi
ln(p(ej |fi))/N}

where exp(x) = ex, fi is the headword of the leaf node in t, ej ↔ fi denotes that ej is the
corresponding word of fi in s, p(ej |fi) is the probability of fi translated to ej , and N is the total
number of leaf nodes in t.

The language-model probability feature function describes the fluency of a translation. A trigram
language model is used to calculate the probability of a translation fragment occurring in the target
language. The language model is described in (10),

(10) hLM(e) = (
∏

i p(ei|ei−2, ei−1))
1/n

where e is the produced translation fragment produced by combining the target-language strings of
TSCs, ei is the ith word in e, and n is the length of the translation fragment. This parameter is
introduced to prevent a preference for short translation fragments.
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Figure 8. Example of translation generation

4.2. Bottom-up generation

The final translation is generated by combining the target-language strings in the TSC forest in a
bottom-up manner (Imamura et al., 2004). For a TSC < t, s, c > in the forest, the n-best translation
candidates are chosen by using the feature functions described in Sect. 4.1. If the target-language
string s contains substitution symbol, then the symbol should be replaced with the translation of the
child TSC of < t, s, c >.

Let TSC0 be the TSC whose root node matches the root node of the parse tree. The best
translation candidate of TSC0 is regarded as the final translation of the input sentence.

Figure 8 shows the bottom-up generation for the TSC forest in Fig. 7. TSCs (d) and (e) do not
contain any substitution symbol. The translation of TSCs (d) and (e) are the strings in the target
language, respectively. TSC (c) contains two substitution symbols, and the translation is generated by
replacing the substitution symbol <JJ> with the translation of TSC (d) and replacing the substitution
symbol <NN> with the translation of TSC (e). In the same way, for TSC (a), the translation is
obtained by replacing the substitution symbol <VP> with the translation of TSC (b). Finally, the
best translation candidate of TSC (a) is regarded as the translation of the input sentence.

5. Resources used in experiments

The resources used in our experiments are translation examples, a test set, a translation dictionary,
and a language model.

The translation examples include 262,060 English-Chinese bilingual sentence pairs collected from
general language texts. The average length of the English sentences is 12.1 words while the average
length of the Chinese sentences is 12.5 words. The source-language sentence is parsed using the
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parser of Collins (1999). In the original result of the parser, the punctuation node always occurs as
a right sibling of the previous leaf node. In this case, the punctuation node cannot always act as a
coordinating conjunction (Bikel 2004). Thus, we move the position of the punctuation node in the
tree. For a punctuation node n, if it is the leftmost or rightmost leaf node, then we set the root node
of the tree as the parent node of n. Otherwise, let nr be the nearest right neighbor of n. Then the
nearest common ancestor of n and nr is set as the parent node of n. The English and Chinese words
are aligned using Giza++ (Och and Ney 2000).

The test set contains 500 English sentences which are not included in the translation examples.
Each sentence in the test set has two translation references.

In this work, an English-Chinese translation dictionary is used, in two ways. One is to translate
the words that cannot be translated using the translation examples. The other is to provide the
word-translation probability for the English-Chinese word pair. The dictionary contains about 90,000
entries. Each entry is assigned a translation probability. The translation probability is calculated from
the word-aligned sentence pairs in the translation examples, as defined in (11),

(11) p(e|f) = C(e,f)
C(f)

where f and e represent the source and the target words, respectively, C(f) is the frequency of
occurrence of f , and C(e, f) is the co-occurrence frequency of e and f .

The Chinese language model in our system is a standard trigram model. The language model
is trained on a Chinese corpus in the general domain using the SRILM toolkit (Stolcke, 2002). The
training data includes 228 m Chinese words. The perplexity of the language model with respect to
the Chinese sentences in the translation examples is 31.85.

6. Results and evaluation

In this section, we describe five experiments which we performed to evaluate the translation generation
components of our English-to-Chinese EBMT system.We first evaluate the generation components
of our system, and then compare our system with statistical MT (SMT) systems. The NIST score
(Doddington 2002) is used for evaluation.

6.1. Component evaluation

The five experiments carried out where as follows:

LM This model uses only the language model to score the generated translation. During the gener-
ation, for each matching tree in the TSC forest, the generated translation candidates are ranked
according to the language-model probability.

MS This model employs only matching score to select translation fragments for the matching trees
in the TSC forest. The final translation is obtained by combining the target-language strings of
TSCs with the highest matching score.

LM+MS In this generation model, we combine the target-language model and the matching score to
select translation fragments and to generate the final translation. In this model, we set λLM = 0.5
and λMS = 0.5.

LM+TM+MS This generation model is built by combining the three feature functions described
in Sect. 4.1: (a) the language-model probability of the generated translation; (b) the word-
translation model between the source part and the target part in TSC; (c) the matching score of
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Table I. Experiment results of evaluating translation generation component
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the TSC. The weights of the feature functions are tuned with a development set which contains
200 English sentences, each of which has two translation references. We set λLM = 0.29, λTM =
0.42 and λMS = 0.29. With these weights, we get the highest NIST score on the development set.
During generation, the generated translations are ranked according to the combined score of the
above three features.

LM+TM+MS+UW In the above four methods, unaligned words adjacent to translation fragments
are not taken into account when constructing TSCs. In this method, besides the three feature
functions in “LM+TM+MS”, the unaligned words are taken into account. During generation,
the statistical generation model determines whether these unaligned words should be added to
the final translation or not.

The experimental results are shown in Table I. From the results, it can be seen that “TM+LM

+MS+UW” achieves the best translation result. This indicates that our translation generation
method is very effective to improve translation quality.

“LM+MS” achieves much better translation quality than the two separate methods “LM”
and “MS”. When we incorporate the word-translation probability into “LM+MS”, the translation
quality is further improved. “LM+TM+MS” achieves a NIST score of 4.8174, which is higher
than “LM+MS”. This is because the matching score and the word-translation probability select
translation examples from different aspects. The contribution of the matching score is to find a
similar example to the input sentence in terms of both syntactic and semantic structures, while the
word-translation probability improves target-word/phrase selection. Therefore, after introducing the
above two features, the translation quality is unsurprisingly improved.

By introducing the unaligned words into the generation model, the translation quality of “LM

+TM+MS+UW” is higher than that of “LM+MS+TM”. In “LM+TM+MS+UW”, the lan-
guage model determines whether the unaligned words should be added to the final translation. In
fact, adding the unaligned words improves the fluency of the translation. In order to explain this
procedure, we construct two TSCs from the translation example in Fig. 1, which are rooted at the
same node 9. One ignores the unaligned Chinese word @pnali ‘there’, while the other includes it.
The TSCs are shown in Fig. 9.

Both TSC(a) and TSC(b) in Fig. 9 are applied to translate the two input sentences 1 and 2 in
Table II. The two translations shown in each case use TSC(a) or TSC(b), respectively, as indicated.
The language-model score for each translation is calculated as −log(PLM): the larger the value, the
worse the translation.

From the results, it can be seen that (12a) is more fluent than (12b) but (13b) is more fluent than
(13a). Thus, TSC(a) should be selected to translate sentence (12) while TSC(b) should be selected
to translate sentence (13).
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a. TSC without ‘@p’ b. TSC with ‘@p’

Figure 9. TSCs w/o unaligned words

Table II. Example translations with the TSCs in figure 9
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In our system, the two TSCs in Fig. 9 are represented as one TSC. The unaligned word @pnali

‘there’ is retained in the target-language string of the TSC as an optional word. As the examples shows,
the statistical generation model determines whether the unaligned word is added to the translation
based on the contexts. As a result, the fluency of the translation is improved.

6.2. Comparisons with SMT

Besides the above evaluation, we also compared our system with two SMT systems, as described in
the following paragraphs.

The ISI ReWrite decoder (Germann 2003) is a word-based SMT system. The decoder supports
IBM Model 4 (Brown et al. 1993) using the translation model and language model. The decoder
implements a greedy but efficient decoding algorithm to translate the source sentence into the target
sentence. We used Giza++ to train the parameters of the translation model. The training data of the
translation model were the same translation examples as used in our EBMT system, and we used the
same language model as in our system.

Pharaoh (Koehn et al. 2003; Koehn 2004) is a phrase-based SMT decoder. We used the default
feature set: language model, reordering model, phrase translation table, and word penalty. We ran the
trainer with its default settings (maximum phrase length 7) and then use Koehn’s implementation of
minimum error-rate training (Och 2003) to tune the feature weights on our development set. Again,
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Table III. Evaluation results of the SMT systems and our
system
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the training data of the translation model were the same translation examples as used in our EBMT
system, and we used the same language model as in our system.

We evaluated the SMT systems using the same test set as described in Sect. 5.1. Table III shows
the results of the SMT systems together with those for our system. From the results, it can be seen
that our system achieves a much higher NIST score than the word-based SMT system, and a slightly
higher NIST score than the phrase-based SMT system. These results indicate that the performance
of our system is at least comparable with that of the phrase-based SMT system.

7. Conclusion and future work

This article proposed an EBMT method based on TSCs and statistical generation. According to the
proposed EBMT method, the translation examples are represented as TSCs, which are obtained only
by parsing the source sentences and aligning the source and target words in the translation examples.
The TSC is a triple of a parse tree in the source language, a string in the target language, and the
correspondence between the leaf node of the source-language tree and the substring of target-language
string. A greedy TSC tree-matching algorithm is proposed to find the TSC forest which best matches
the input parse tree efficiently. The generationmodel combines three feature functions: the matching
score of the TSC, the translation probability of translating the source word as the target word, and the
target-language model. Moreover, in order to ensure the fluency of the generated translation, we also
introduce any unaligned words adjacent to translation fragments into the TSC. The generation model
is used to determine whether these unaligned words are added to the final translation. Component
evaluation indicates that the three feature functions in the generation model effectively improve the
translation fragment selection and combination. It also shows that introducing unaligned words into
TSCs increases the fluency of the generated translation. In addition, we compared our system with
word- and phrase-based SMT systems. The results indicate that the translation quality of our system
is comparable with state-of-the-art phrase-based SMT systems.

In future work, we expect that better translation could be achieved by adding more features to
the generation model.We will also try to optimize the weights in the generation model, using methods
such as minimum error-rate training described in Och (2003). Furthermore, we will investigate the
possibility of leveraging our TSC method into the SMT framework.
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