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Towards General Artificial Intelligence

ÅPlaying Atari with Deep Reinforcement Learning. ArXiv(2013)
Å7 Atari games
Å¢ƘŜ ŦƛǊǎǘ ǎǘŜǇ ǘƻǿŀǊŘǎ άDŜƴŜǊŀƭ !ǊǘƛŦƛŎƛŀƭ LƴǘŜƭƭƛƎŜƴŎŜέ

ÅDeepMindgot acquired by @Google (2014)

ÅHuman-level control through deep reinforcement learning. Nature 
(2015)
Å49 Atari games
ÅDƻƻƎƭŜ ǇŀǘŜƴǘŜŘ ά5ŜŜǇ wŜƛƴŦƻǊŎŜƳŜƴǘ [ŜŀǊƴƛƴƎέ



Key Concepts

ÅReinforcement Learning

ÅMarkov Decision Process

ÅDiscounted Future Reward

ÅQ-Learning

ÅDeep Q Network

ÅExploration-Exploitation

ÅExperience Replay

ÅDeep Q-learning Algorithm



Reinforcement Learning

ÅExample: breakout (one of the Atari games)

ÅSuppose you want to teach an agent (e.g. NN) to play this game
ÅSupervised training (expert players play a million times)

ÅReinforcement learning

¢ƘŀǘΩǎ ƴƻǘ Ƙƻǿ ǿŜ ƭŜŀǊƴΗ



Reinforcement Learning

Supervised Learning

Reinforcement Learning

Unsupervised Learning

ML

Target label for each training example

No label at all

Sparseand time-delayedlabels

Pong Breakout Space Invaders Seaquest Beam Rider



RL is Learning from Interaction

RL is like Life!



Markov Decision Process
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State Representation

Think about the Breakoutgame
ÅHow to define a state?

[ŜǘΩǎ ƳŀƪŜ ƛǘ ƳƻǊŜ ǳƴƛǾŜǊǎŀƭΗ

Å Location of the paddle
Å Location/direction of the ball
Å Presence/absence of each individual brick

Screen pixels



Value Function

ÅFuture reward

ÅDiscounted future reward (environment is stochastic)

ÅA good strategy for an agent would be to always choose an action that maximizes 
the (discounted) future reward
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Value-Action Function

ÅWe define a ὗίȟὥ representing the maximum discounted future 
reward when we perform action a in state s:

ÅQ-functionΥ ǊŜǇǊŜǎŜƴǘǎ ǘƘŜ άQualityέ ƻŦ ŀ ŎŜǊǘŀƛƴ ŀŎǘƛƻƴ ƛƴ ŀ ƎƛǾŜƴ ǎǘŀǘŜ

ÅImagine you have the magical Q-function

Å“is the policy

ὗίȟὥ ÍÁØὙ
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Q-Learning

ÅHow do we get the Q-function?
ÅBellman Equation 

ὗίȟὥ ὶ άὥὼὗίȟὥ

Value Iteration



Q-Learning

ÅIn practice, Value Iteration is impractical
ÅVery limited states/actions

ÅCannot generalize to unobserved states

ÅThink about the Breakoutgame
ÅState: screen pixels
ÅImage size: (resized)

ÅConsecutive 4 images

ÅGrayscale with 256gray levels

rows in the Q-table!



Function Approximator

ÅUse a function (with parameters) to approximate the Q-function

ÅLinear

ÅNon-linear: Q-network
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Deep Q-Network

Deep Q-Network used in the DeepMindpaper:

Note: No Pooling Layer!



Estimating the Q-Network

ÅObjective Function
ÅRecall the Bellman Equation:

ÅHere, we use simple squared error:

ÅLeading to the following Q-learning gradient

ÅOptimize objective end-to-end by SGD
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Learning Stability

ÅNon-linear function approximator(Q-Network) is not very stable

Data samples are I.I.D. States are highly correlated

Underlying data 
distribution is fixed

Data distribution changes

Deep Learning Reinforcement Learning

vs.
1. Exploration-Exploitation

2. Experience Replay



Exploration-Exploitation Dilemma
( - )

ÅDuring training, how do we choose an action at time ὸ?

Å̂ ̃Exploration: random guessing

Å̂ ≠ ̃Exploitation: choose the best one according to the Q-value

Å-greedy policy
ÅWith probability select a random action      (Exploration)

ÅOtherwise select ὥ ὥὶὫάὥὼὗίȟὥ (Exploitation)



Experience Replay

ÅTo remove correlations, build data-ǎŜǘ ŦǊƻƳ ŀƎŜƴǘΩǎ ƻǿƴ ŜȄǇŜǊƛŜƴŎŜ

1. Take action ὥaccording to ꜗ-greedy policy

2. During gameplay, store transition ίȟὥȟὶ ȟί in replay memory Ὀ

3. Sample random mini-batch of transitions ίȟὥȟὶȟί from Ὀ

4. Optimize MSE between Q-network and Q-learning targets
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-ꜗgreedy policy

Experience memory

Target network













Effect of Experience Replay and Target Q-Network


