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Abstract: Traditional event extraction systems mainly focus on event type identification and event participants
extraction based on pre-specified event type paradigms and manually annotated corpora. However, different domains
have different event type paradigm. When transferring to a new domain, we have to build a new event type paradigm
and annotate new corpus from scratch. This kind of up-bottom event extraction system requires massive human
effort, and hence prevents event extraction from widely applicable. In this paper, we present BUEES - a Bottom to
Up Event Extraction System, which extracts events from the Web in a completely unsupervised way. The system
automatically build event type paradigm in the input corpus, and then proceeds to extract a large number of instance
patterns of these events. Subsequently, the system extracts event arguments according to these patterns. In a series
of experiments, we demonstrate that the successful performance of BUEES and compare it to a state-of-the-art
Chinese event extraction system - a supervised event extraction system. The experimental results show that BUEES
performs comparably to it (5% higher F-Measure in event type identification and 3% higher F-Measure in event
argument extraction), but without any human efforts.
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1 Introduction The main approaches used by most event ex-
traction systems are based on knowledge engineer-

Information Extraction (IE) is the task of iden- ing technology or machine learning technology. The
knowledge engineering based event extraction sys-

o ) o tems use extraction patterns or rules to identify and
extracting information related to those descriptions extract the relevant information Riloff (1996); Soder-

Grishman (1997). Event extraction remains the |, 4 (1999); Yangarber et al. (2000). Most of these
most challenging task, because a larger field of view

tifying factual description (entities, relations and
events) from unstructured natural language text and

systems use annotated training data to learn pattern
matching rules, based on lexical, syntactic, or seman-
tic information. These systems traditionally were the

top performers in most event extraction benchmarks,

tation, named entity recognition, coreference resolu- such as MUC Chinchor et al. (1993) and ACE Yeh
tion, etc. Ahn (2006). Although event extraction

is a challenging problem, it has been widely used in

is often needed to understand how facts tie together,
and it is situated at the end of an IE pipeline thus
suffers from propagation of errors from word segmen-

et al. (2002). In the machine learning approach, do-
main experts label instances of the target concepts

in a set of documents Miwa et al. (2010); Hong et al.

ports Xiao et al. (2011), financial analysis Lee et al. (2011); Ritter et al. (2012). The system then learns
(2003), biomedical investigation Pham et al. (2013)

and legal documents Schilder (2007).

several different specific domains, such as musical re-

a model of the extraction task, which can be applied
to new documents automatically.

(©Zhejiang University and Springer-Verlag Berlin Heidelberg 2013 Both of these approaches require substantial hu-
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man effort, and hence prevent event extraction sys-
tem become domain adaptation and more widely
applicable.  Recently, there appear many semi-
supervised event extraction systems that aim to re-
duce the annotated data required, ideally to a set of
seed instances of the target events. One such system
is Liao and Grishman Liao and Grishman (2010).
They use two state-of-the-art bootstrapping-based
event extraction systems, then rank their candidate
patterns and accept the top-ranked patterns in each
iteration.

However, for all such approaches it is still nec-
essary to specify the target events in advance. In
this paper, we explore the possibility to construct
a completely unsupervised and bottom-up event ex-
traction system, which does not need to pre-specify
the target event types.

Although the task is important and emergent,
the challenge of it at least lies into two aspects.

e How to automatically build event type
paradigm. As pre-specifying interested event
types in a domain needs rich background knowl-
edge, event type paradigm is traditionally built

by domain experts. It is a costly work.

e How to extract event arguments in a totally un-
supervised way is a challenging problem. All of
event extraction systems reported in the litera-
ture more or less need manual efforts.

To address the above challenges, in this pa-
per, we design and develop a bootstrapping-
based BUEES (a Bottom-Up Event Extraction
System). The system automatically builds event
type paradigm from scratch, based on the definition
of event trigger: the words that most clearly expresses
an event’s occurrence, and our key observations: trig-
gers are the most important lexical units to represent
events. A set of triggers with similar meaning or us-
age represents the same event type. Event types can
be discovered based on trigger clustering.

When the target event types are available, the
next step is to learn a set of patterns to extract event
arguments from the web documents. The system
takes as input a small set of event seeds. It then uses
these seeds to search the web to get more documents
that contain the event seeds. The extraction patterns
will be learned from these documents. Finally, we
can extract event arguments by using these useful
patterns.

Event: Mao Zedong was born in Xiangtan, Hunan Province in 1893.
Event Type: Life
Event Subtype: Be-Born
Trigger: born
Arguments:
» Person: Mao Zedong
» Time: 1893
» Place: Xiangtan, Hunan Province

Figure 1 Event extraction example

The major contributions of the work presented
in this paper are as follows.

e To the best of our knowledge, our work is the
first to propose the Bottom-Up Event Extrac-
tion System. We automatically build event type
paradigm. Based on the paradigm, we proceed
to implement traditional event extraction tasks.

e QOur system is completely unsupervised. To our
knowledge, all of the bootstrapping-based semi-
supervised event extraction systems need the
manually constructed seeds in advance. How-
ever, our system can generate and select event
seeds automatically.

The rest of this paper is organized as follows.
Section 2 describes the task. Section 3 introduces
the architecture of the system and then describes
each component in detail. Section 4 evaluates the
proposed method. We review related work of event
extraction in Section 5, and finally conclude this pa-

per in Section 6.

2 Task Description
2.1 ACE Event Extraction Task

The event extraction task we addressing is that
of the Automatic Content Extraction (ACE) evalu-
ations LDC (2005), where an event is defined as a
specific occurrence involving participants. Event ex-
traction task requires that certain specified types of
events should be detected. We first introduce some
ACE terminology to understand this task more eas-

ily:

e Entity: an object or a set of objects in one of
the semantic categories of interest

e Entity mention: a reference to an entity (typ-
ically, a noun phrase)
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e Event trigger: the main word which most

clearly expresses an event occurrence

e Event arguments: the entity mentions that
are involved in an event

e Event mention: a phrase or sentence within
which an event is described, including trigger
and arguments

e Event type: a particular event category, such
as “Conflict /Attack”, “Life/Die”, etc.

The ACE 2005 evaluation has 8 types of events,
with 33 subtypes; for the purpose of this paper, we
will treat these simply as 33 separate event types
and do not consider the hierarchical structure among
them. Besides, the ACE evaluation plan defines the
following standards to determine the correctness of
an event extraction:

o A trigger is correctly labeled if its event type and
offset (viz., the position of the trigger word in
text) match a reference trigger.

o An argument is correctly identified if its event
type and offsets match any of the reference ar-
gument mentions, in other word, correctly rec-
ognizing participants in an event.

e An argument is correctly classified if its role
matches any of the reference argument men-
tions.

Figure 1 shows an example of an ACE event,
where “born” is the trigger word.
is “Life” and the subtype is “Be-Born”. This event
consists of three arguments, namely, “Mao Zedong”,
“1893”, “Xiangtan, Hunan Province”, which corre-
sponds to three role labels in the Life/Be-Born event
template of “Person”, “Time-Within” and “Place”, re-

Its event type

spectively.
2.2 New Task for Event Extraction

In addition to traditional event extraction tasks
introduced above, we propose a new task of build-
ing event type paradigm. ACE manually annotates
8 types and 33 subtypes of events and construct the
event type paradigm that are shown in Table 1. How-
ever, building an event type paradigm in this way not
only requires massive human effort but also tends to
be very data dependent. As a result, it may prevent

I
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| Event type identification and
: event argument extraction
|
|
Extraction Pattern Extraction pattern
Learner learning
|
|
!
: Event type
| Seed Seed SFCd paradigm building
| Extractor Cluster Filter
Bottom |
—1

Figure 2 The architecture of BUEES

Table 1 ACE event type paradigm

Types Subtypes

Life Be-Born, Marry, Divorce, Injure, Die

Movement Transport

Transaction | Transfer-Ownership, Transfer-Money

Business Start-Org,  Merge-Org, Declare-
Bankruptcy, End-Org

Conflict Attack, Demonstrate

Contact Meet, Phone-Write

Personnel Start-Position, End-Position, Nomi-
nate, Elect

Justice Arrest-Jail, Release-Parole, Trial-
Hearing, Charge-Indict, Sue, Con-
vict, Sentence, Fine, Execute, Extra-
dite, Acquit, Appeal, Pardon

the event extraction from being widely applicable.
Since event types among domains are different, the
event type paradigm of ACE, which does not define
music related events, is useless for the music domain
event extraction. So we have to build a totally differ-
ent event type paradigm for the music domain from
scratch.

3 Description of BUEES

The goal of BUEES is to extract instances of
events without any human supervision. The system
is built based on the framework of bootstrapping and
its architecture is shown in Figure 2. Traditional
bootstrapping-based semi-supervised event extrac-
tion systems use manual construction of seed exam-
ples to learn extraction patterns, and then identify
event types and recognize event arguments. Since
the number of seeds is limited, the quality and cover-
age of seeds highly affect the performance of extrac-
tion patterns. However, in this paper, we propose to
automatically construct the set of seeds (Section 3.1
- 3.3) and explore a novel extraction pattern learning
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algorithm (Section 3.4 - 3.5).

The system works in three stages. During the
first stage, the system builds the event type paradigm
and prepares seed instances. During the second
stage, the system learns extraction patterns based
on the seed set. During the third stage, the system
identifies event types and extracts event arguments
based on the learned patterns. In the following sec-
tions, we introduce each component of BUEES in
detail.

3.1 Event Type Building and Seed Extractor

Since event trigger is the word that most clearly
expresses an event’s occurrence, the key idea of this
paper is to automatically construct an event type
paradigm by clustering event triggers. For example,
in the ACE corpus, a set of event triggers {{%] ],
HITT, G, 1k, ###EL) ({bankrupt, shut down,
close, close down, dismiss}) represents the sense of
the event type “Business/End-Org”. In addition to
extract the event trigger in the sentence, we also
extract its subject and object as the seed instance
(subject, trigger, object). The event seeds are used
in two ways.
by clustering seeds. Second, the seeds are used for
learning extraction patterns (refers to Section 3.4)

Sudo et al. (2003) summarized three classical
models for representing events. All of these three
models rely on the syntactic tree structure and the
trigger is specified as a predicate in this structure.

First, event type paradigm is built

In order to accurately extract event seeds, we em-
ploy the predicate-argument model Yangarber et al.
(2000); Ding et al. (2013) which is based on a di-
rect syntactic relation between a predicate and its
arguments.
predicate-argument model by means of the HIT
(Harbin Institute of Technology) Dependency Parser
Che et al. (2009). Based on the predicate-argument
model, we propose a seed extraction algorithm (SE).

We extract the syntactic relation for

The details are shown in Algorithm 1.
Take the following sentence as an example:

1 2 3 4 5 6
1893

The HIT Chinese Dependency Parser dependen-
cies are:
SBV (H4:-3, BEHRK-1)
— (born-3, Mao Zedong-1)
VOB (HE-3, WiFHE-5)

— (born-3, Xiangtan, Hunan Province-5)

ADV (Hi4E-3, 18934-2)

— (born-3, 1893-7)

POB (H1FG#IE-5, T-4)

— (Hunan Province-5, in-4)
where each atomic formula represents a binary de-
pendence from the governor (the first token) to the
dependent (the second token). The SBV relation,
which stands for the subject-predicate structure,
means that the head is a predicate verb and the
dependent is a subject of the predicate verb; the
VOB dependency relation, which stands for the verb-
object structure, means that the head is a verb and
the dependent is an object of the verb; the ADV
relation, which stands for the adverbial structure,
means that the head is a verb and the dependent
is an adverb of the verb; the POB relation, which
stands for the prep-object structure, means that the
head is an object and the dependent is a preposition
of the object.

Since Vgpy = Vyop = Vi = HjéE(bOrn) in
this case, based on the predicate-argument model,
the word “H /£ (born)” should be extracted as a can-
didate event trigger and (Mao Zedong, born, Xiang-
tan Hunan) should be extracted as a candidate event
seed instance.

Algorithm 1 SE algorithm

Input: Raw corpus D

Output: Candidate seeds

1: for document d in raw corpus D do
2:  d < Paragraph Splitting

3:  d < Sentence Splitting
4:  for sentence s in document d do
5: s <= Word Segmentation
6: s < Chinese Dependency Parsing
7: s + Identify subject-predicate relation (SBV)
pair (Vspv, Sub) and verb-object relation
(VOB) pair (Vvog, Obj)
8: if Vspv = Vwos = Vi then
9: Extract V; as candidate trigger
10: Extract (sub, V%, 0bj) as candidate seed
11: end if
12:  end for
13: end for

3.2 Seed Cluster

As we discuss above, a set of triggers with the
same meaning and usage represents the same event
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type. We propose to cluster event seeds (i.e., event
trigger and its corresponding subject and object)
based on their semantic distances, and each of these
clusters represents a type of event. Details are shown
in Algorithm 2.

For every two seeds p; and p; in Algorithm 2,
the similarity function Sim(p;, p;) is calculated using
semantic information provided by HowNet Dong and
Dong (2006) as.

B 25ums
- Sum,; + Sum;

Sim(pi, p;) (1)

Sumg = Ny + Ss + Os, Sum; = N; + S; + O;,
Sumj = N; + 5; + O; (2)

where S and O, denotes the number of identical
sememes in the DEF, (the concept definition in
HowNet) of Sub; and Sub;, Obj; and Obj;; Si and
Sj denote the number of sememes in the DEF; of
Sub; and Sub;, respectively; O; and O; denote the
number of sememes in the DEF of Obj; and Objj,
respectively. HowNet uses sememes to interpret con-
cepts. Sememes are regarded as the basic unit of the
meaning. For example, “paper” can be viewed as a
concept, and its sememes are “white”, “thin”, “soft”,
“flammable”; etc.

A group of event seeds are aggregated to a seed
cluster according to their semantic distance, and we
view each seed cluster as one kind of event type.
Then all these event types are finally employed to
construct an event type paradigm.

Algorithm 2 Seed cluster algorithm (SC)
Input: Candidate seeds (sub, V¢, obj)
the Threshold 6
Output: Event clusters EC
1: EC +[]
2: for seed p in the set of seeds P do

3:  Compute the similarity (Sim) between p and the
rest of other seeds, using function 1 and 2
if Sim > 0 then
add V; to the related event type ET,. U {V;}
else if Sim < 6 then
set up a new event type ETpew
EC <+ EThew
9: end if
10: end for

® N e

3.3 Seed Filter

Although we obtain some useful candidate
seeds, certain meaningless candidate seeds come
along in the results of the seed extractor as well.
Therefore, we introduce a seed filter which uses
heuristic rule and ranking algorithm to filter out
these less informative antecedent candidates.

Since event trigger words are extracted based
on the predicate-argument model, most of these can-
didate trigger words are verb terms. However, not
all of verb terms can be used as trigger words. For
example, the copular verb (e.g. “is”) rarely acts as
the event trigger. To investigate which categories of
verbs can serve as event triggers, we classify Chinese
verbs into eight subclasses listed in Table 2. Such
classification makes each subclass function as one
grammatical role. For example, a modal verb will
never be the predicate of a sentence and a nominal
verb will always function as a noun.

We perform the verb sub-classification model
based on the work by Liu et al. (2007)!. Statisti-
cally, about 94% of ACE Chinese event triggers are
general verbs or nominal verbs and other types of

verbs are rarely as trigger words. In order to en-

IThe tool is provided by Research Center for Social Com-
puting and Information Retrieval in Harbin Institute of Tech-
nology, China

Table 2 The scheme of verb subclass

Verb Description Examples
VX copular verb i X
(He is right)
vz modal verb B %% 71 LAE
(You should work hard)
vf formal verb R T BA Vi
(He'd demand an expla-
nation)
vq directional verb  fliAIRE] A X
(He has realized the diffi-
culties)
vb resultative verb  fLESE T HE
(He has seen the movie)
vg general verb  fhE XK 2 ER
(He likes playing football)
vn nominal verb  ZMIATHT i
(Take part in our discus-
sion)
vd adverbial verb FUERSE K
(Production increases

steadily)
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| Instance | | POS,NE | | [SLoT]
: Search : : Tagging : : Determining :
Event Seeds |—® EventSeeds [—{ EventSeeds |—| EventSeeds

Title II Snippet II

Figure 3 The procedure of pattern learning

sure the accuracy of event seed instances, we stress
that the trigger word in candidate event seed must
be general verb or nominal verb.

3.4 Instance Collector and Pattern Learner

The Instance Collector is currently implemented
in a very simple way. It takes as input event seeds,
and then a search engine is used to get documents
that contain at least one of the seed words.

Figure 3 depicts the general procedure of pat-
tern learning. Firstly, the collected sentences are
used to generate the event instances which are tagged
with part of speech (POS) tagging and named entity
(NE) tagging. Then the NE labels are replaced by
[SLOT] marks.

For example, assuming there is a seed (Mao Ze-
dong, born, Xiangtan Hunan), we can get the related
sentence from search engine as shown in Example 1.
Example 1 Mao Zedong was born in Xiangtan,
Hunan Province in 1893.

The sentence will be represented as an event
instance as shown in Example 2.

Example 2 Mao Zedong/Nh was/v born/v in/p
Xiangtan, Hunan Province/Ns in/p 1893/Nr ./wp

Named entity is replaced by [SLOT| marks as
shown in Example 3.

Example 3 [SLOT1]/Nh [SLOT2|/Nr born/v
in/p [SLOT3|/Ns ./wp

The event instance patterns are generated as
mentioned above.

3.5 Soft-Pattern Learner

In order to improve the generalization ability
of the extraction pattern, we employ soft-pattern of
sequential pattern as the final output of the pattern
learner.

In our system, the soft-pattern is constituted by
the following symbols.

(1) slots: matching event entities;

(2) tokens: including non named entity and POS
tagging;

(3) skips (denoted *): matching zero or more
arbitrary tokens.

Soft-Patterns are generalized from the set of
event instance patterns. We exploit Soft-Pattern
Learning algorithm (SPL) as shown in Algorithm 3.

Algorithm 3 Soft-Pattern Learning algorithm
(SPL)
1: for event type T do

2:  for setence pair S;,S; from Pattern Instance Set
(T) do

3: S; is generated by seed (e;1, €:2)

4: S; is generated by seed (e;1,€e;2)

5: if Entity Type (e;1 = ej1) and Entity Type

(67;2 = 6j2) then

6: Let Pattern = Generalization(S;, S;)

7 Add Pattern to Soft-Pattern Set (T)

8: end if

9: end for
10: end for

The core algorithm in Generalization function is
Best Match algorithm Friedman et al. (1977) which
is based on LCS (Longest Common Sequence) algo-
rithm Hirschberg (1977). We modify LCS algorithm
with matching cost:

(1) Two match units are identical: cost=0;

(2) Two match units share the same NE type
but different NE value: cost=>5;

(3) If both of two match units are noun, verb,
adjective or adverb, compare their labels in a the-
saurus TongYiCi CiLin Jiaju et al. (1983) (expan-
sion version)2. If there are some overlapping labels
between two match units, the cost is 5, else cost=10;

(4) No match of two units: cost=10.

After the best match is found, the event instance
is converted into a soft-pattern by copying matched
identical elements, adding skips and slots. For exam-
ple, assume that we get the following two sentences
by feeding the event seed into the search engine.

JARNC AR EH 47 (BEARFE) KT 10H9IH 2
WM RAT

— This year, Jay Chou’s new album “Mo Jie
Zuo” will be released all over the Asia on October
9th.

2The dictionary is recorded and expanded by Research
Center for Social Computing and Information Retrieval,
Harbin Institute of Technology.
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Table 3 The example of Best Match algorithm

Pattern Instance 1 Pattern Instance 2 Cost

[SLOT1] /Nh [SLOT1] /Nh 0

2 /n (this) 10

SEE /n (year) 10

#1/a (new) A58 /b (new) 5

L4 /n (album) KA /n (album) 5

[SLOT?2] /Nb [SLOT?2] /Nb 0

#/d (will be) 10
&/d (was) 10

/p (on) F/p (on) 0

[SLOT3] /N7 [SLOT3] /N7 0

4 /a (all) 10
AFK /n (world) 10

A /Ns (Asia) 10

B /v (simul- [ /v (simul- 0

taneous) taneous)

RAT /v(release) RAT /v(release) 0

o /WD o /Wp 0

Total:
80

SR PAHE (FEWIIRY 2 T200943H 27H
BRI RAT o
— Jolin Tsai’s new album “Butterfly” was re-

leased all over the world on March 27, 2009.

Event instances can be generated as follows by
using the approach introduced in Section 3.4.

[SLOT1|/Nh K/n F JE/n #i/a L #H/n
[SLOT2]/Nb #4/d F/p [SLOT3]/Nr 4= /a W /Ns
[ /v K17 /v o /wp

[SLOT1]/Nh 4#F/b K#/n [SLOT2[/Nb £ /d
F/p [SLOTS3]/Nr 5k /n [F]25 /v KAT /v o /wp

The best match can be found based on the LCS
algorithm. Then, the soft-pattern can be generated
as follows.

*[SLOT1]/Nh * * Eb28A01=# /a Dk21B07—=%
#/n  [SLOT2]/Nb * F/p [SLOTS]/Nr *
* o Jb01A10#  Ka23A01[F #/v Hd13D02=
He03B09—RAT /v * *

Note that the numbers (“Eb28A017) before “#i”
etc. are synonym labels from TongYiCi CiLin (ex-
pansion version). According to the costs defined
above, the Soft-Pattern Learning algorithm is able
to find the best generalization of any two event in-
stance patterns. The example of the Best Match
algorithm is shown in Table 3.

4 Experiments

To evaluate the effectiveness of our BUEES, we
design a set of experiments. We first evaluate the
performance of the proposed event type paradigm
building approach. Then, we compare our event ex-
traction approach with a state-of-the-art baseline.

4.1 Data Description

We use ACE 2005 corpus for our experiment
which is totally the same as the baseline system.
The corpus contains 633 Chinese documents which
are categorized by three genres: Newswire, Broad-
cast News and Weblog. We randomly select 558
documents for event type paradigm building and 66
documents as test set for event extraction. We use
ACE 2005 event type paradigm as the gold standard
paradigm to evaluate our proposed approach.

To evaluate the robust of our approach, we also
use two specific domain data sets: Financial News?
and Musical News?, collected by ourselves. The do-
main specific corpus contains 6000 sentences from fi-
nancial news and 6000 sentences from musical news,
respectively. We carefully conducted user studies
into two specific domain corpora. For each sentence
in the data, two annotators were asked to label and
cluster all potential triggers. The agreement between
our two annotators, measured using Cohen’s kappa
coefficient, is substantial (kappa = 0.75). We asked
the third annotator to adjudicate the trigger clus-
ters on which the former tow annotators disagreed.
Each trigger cluster is used to represent one type of
event. All these events construct our final event type
paradigm.

4.2 Event Type Paradigm Building

We first propose the task of building event type
paradigm in this paper. To evaluate the effective-
ness of our approach, we explore several reasonable
evaluation metrics and implement a natural baseline
method. The detailed introductions are as follows.

Evaluation Metrics.
We adopt F-Measure (F) and Purity used by

Halkidi et al. (2001) to determine the correctness of
an event cluster:

Shttp://www.10jqka.com.cn/
4http://yue.sina.com.cn/
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Table 4 Experimental results of event type paradigm
building

Method Corpus F-Measure Purity
Baseline ACE 63.21% 68.17%
Our ACE 69.57% 70.24%
Baseline  Financial News 71.52% 74.81%
Our Financial News 74.42% 76.18%
Baseline Musical News 63.21% 68.17%
Our Musical News 75.08% 80.28%
, n(i,r) , n(i,r)
1, 1) = , r(i,r) = 3
pir) = "0 =D )
. 2-p(i,r) r(i,r)
flir)=—2 . (4)
p(i,r) +r(i,r)
F= Z max{f (i,7)} (5)
. Ny .
Purity = — , 6
urity Z . maz{p(i, )} (6)

T

where 7 is the gold standard event seed cluster, and r
is the event seed cluster which has the most identical
seeds with i. So n; is the number of seeds in cluster ;
n,. is the number of seeds in cluster r; n is the number
of all seeds; and n(i,r) is the number of identical
seeds between ¢ and r. For every cluster we first
compute p(i,7), r(i,7) and f(i,r), then we obtain F-
Measure and Purity for the whole clustering result.
Note that the evaluation is based on word instances
rather than word types.

Baseline Method.

The task of building a bottom-up event extrac-
tion system is first proposed by this paper. There is
no existing work to compare with. We build event
type paradigm based on clustering event seeds that
consist of event trigger, and its corresponding sub-
ject and object. A natural baseline method for this
problem is only clustering event triggers. A group of
triggers are aggregated to a trigger cluster according
to their semantic distance, and we view each trigger
cluster as one kind of event type. Then all these event
types are finally employed to construct an event type
paradigm.

Results and Analysis.

We first evaluate the task of event type
paradigm building. All the evaluation results are
shown in Table 4. There is no previous work on this

Table 5 Experimental errors of event type paradigm
building

Error types Proportion
Trigger extraction 33.0%
Trigger ambiguous 28.3%

Trigger filter 19.5%

Others 19.2%

problem, so the comparison experiments are imple-
mented on our two different approaches. Baseline
method only clusters trigger words, however, our ap-
proach clusters event seeds.

Table 4 shows that the F-Measure score is
boosted from 63.21% to 69.57% and the Purity score
is boosted from 60.17% to 70.24% by using our ap-
proach compared to the baseline method. We ana-
lyze the reasons are as follows.

Trigger word itself is not enough for representing
event. The trigger and its corresponding subject and
object play an important role in the event type dis-
covery algorithm. As referred in Section 3.1, most
of trigger words are verb terms. Polysemic verbs
are a major issue in Natural Language Processing
(NLP) community, such as “to fire a gun” and “to
fire a manager”, where “fire” has two different mean-
ings. The state-of-the-art verb sense disambiguation
approach Wagner et al. (2009) stresses that verbs
which agree on their selectional preferences belong
to a common semantic class. For example, “to arrest
the suspect” and “to capture the suspect”. Hence,
our approach can achieve better performance than
the baseline method.

We also run the comparison experiment using

three different corpora (ACE 05, Financial News and
Musical News) to evaluate the robustness and do-
main adaptiveness of our system. The performances
on the specific domain corpora are better than that
on the ACE corpus (about 5% absolute improve-
ment on F-Measure and 6%-10% on Purity). The
main reason is that the events in specific domain are
more specific. In addition, the experiment results on
both specific domain corpora can achieve good per-
formance. This indicates that our system is domain
independent.
We first in-
spect the errors produced by our approach. The er-
rors are mainly caused by the sparse event triggers in
corpus. Table 7 shows the distribution of the errors
in detail.

Analysis of Experimental Errors.
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After error analysis, we find that the most
number of errors are caused by trigger extraction.
First, not all of
event triggers are verbs, such as “U§ 4 (marriage)”
for “Life/Marry” event. Although it is reasonable
to assume that event triggers are verbs because on
average, there are more than 95% event triggers are
verbs in ACE 2005 corpus. Second, since only verbs

The main reasons are as follows.

with subject and object are extracted, non-predicate
verbs and the verbs without subject/object will not
be extracted as candidate triggers. However, the
coverage of possible triggers by our trigger extrac-
tion algorithm is reasonable good (more than 85%),
because most of the trigger words appear repeatedly
in the corpus, and their usages are varied. As long
as one of their usages is fit for our extraction algo-
rithm, they can be extracted as candidate triggers.
Note that the goal of this paper is to build an event
type paradigm for new domains. We concern more
on the coverage of event type rather than event trig-
gers. The event triggers extracted by us can cover all
of event types. We will exploit more effective trigger
extraction algorithm in future work.

Trigger ambiguity also accounts for a big pro-
portion of the errors. As discussed above, we cannot
judge the event type only by the trigger itself, such
as “Jfl(withdraw/dismiss)” for both “Personnel /End-
Position” event and “Movement/Transport” event.
This kind of errors can be partially fixed by the PAC
model. For example, we cluster “ffHR 4% (dismiss du-
ties)” for “Personnel/End-Position” event and “ffl
% B\ (withdraw troop)” for “Movement/Transport”
event. These examples indicate that selectional pref-
erences seem to be a reasonable feature even for
highly ambiguous verbs like “4f” which encourages
to improve argument extraction.

There are still some errors caused by trigger fil-
ter. This is mainly due to the fact that not all of
triggers are general verb or nominal verb. More ef-
fective filter rules will be exploited in future.

Some other errors are caused by NLP tools, such
as word segmentation, part-of-speech tagging and
dependency parsing. We believe that our algorithms
can be improved with the improvement of these NLP
tools. In addition, there are about 10% of good event
triggers extracted but put into the wrong cluster by
trigger cluster.

Experiment with different values of event seed
clustering threshold. Different values of threshold

75 P R S — SErE— A
| —+— Different threshoids
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65
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50
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Seed Cluster Threshold

Figure 4 Experimental results of different values of
event seed clustering threshold

in Algorithm 2 can dramatically affect the perfor-
mance of event seed clustering. We experiment with
different values of event seed clustering threshold to
find the best value. Figure 4 presents the effect on F-
Measure of varying the threshold for seed clustering.
This figure shows that the best performance of seed
clustering can be obtained by selecting the thresh-
old 0.6 for the ACE corpus, 0.7 for the Financial
News corpus and 0.9 for the Musical ACE 05 cor-
pus. Figure 4 also suggests that the performance of
seed clustering do not dramatically change with the
volatility of the threshold from 0.5 to 0.8. Hence, we
can firstly set the threshold = 0.6 for new domains.

4.3 Event Type Identification and Argument
Recognition

Based on the event type paradigm automati-
cally built by us, we proceed to implement traditional
event extraction tasks i.e., event type identification
and event argument recognition. We adopt Precision
(P), Recall (R) and F-Measure (F') to evaluate the
effectiveness of our approach, and compare it with a
state-of-the-art event extraction system.

Baseline Method.

We use a state-of-the-art Chinese Event Extrac-
tion System as our baseline which is developed by
Chen and Ji (2009). This system extracts events
with annotated corpus. Its training and testing pro-
cedures are follows.

The system combines word-based classifier with
character-based classifier. The event types are speci-
fied in advance. For every event mention in the ACE
training corpus, features are extracted according to
some language specific issues. In addition, a set of
Maximum Entropy based classifiers are trained:

e Event Type Identification: to distinguish event
mentions from non-event-mentions, to classify
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Table 6 Overall experimental results

Performance | Event Type Identification ‘ Event Argument Recognition
System/Human P ‘ ‘ F ‘ P ‘ R ‘ F
Baseline 65.7% | 50.9% | 57.4% | 53.1% | 36.2% 43.1%
BUEES 72.7% | 50.7% | 59.7% | 51.3% | 45.9% 48.5%
Human Annotatorl 75.2% | 74.6% | 74.9% | 58.6% | 60.9% 59.7%
Human Annotator2 82.7% | 80.3% | 81.5% | 66.8% | 69.6% 68.2%

event mentions by type;

e Event Argument Recognition: to distinguish

event arguments from non-arguments.

In the testing procedure, each document is
scanned for instances of triggers from the training
corpus. If an instance is found by trigger classifier,
the system tries to assign some of the mentions in the
sentence as arguments of a potential event mention.
The argument classifier is applied to the remaining
mentions in the sentence, for any argument passing
that classifier; the role classifier will assign a role to
it. At last, the system will report the event with type
and arguments.

Results and Analysis.

Table 6 shows the overall Precision (P), Recall
(R) and F-Measure (F') scores of the baseline system
and our BUEES. The table also lists the performance
of two human annotators from Chen and Ji (2009).

BUEES outperforms the baseline without anno-
tated corpus. The performance of event type iden-
tification is 2.3% higher than the baseline system,
and the performance of event argument recognition
is 5.4% higher.
from Table 6.

(1) BUEES does not use any labeled corpus and
achieves comparable performance with the baseline

Several conclusions can be drawn

system.

(2) Our approach on event type identification
enhances the precision (7%) with little loss (0.2%)
in recall compared to the baseline method. This re-
call loss is caused by the limited number of the event
seeds. The precision of event type identification is
only 2.5% worse than one human annotator, which
indicates that the precision of our approach is rea-
sonable good. As our approach is pattern-based, the
recall of it needs to be improved.

(3) Our approach on event argument recognition
enhances the F-Measure (5%) compared to the base-
line method. It indicates that our pattern learning

algorithm is effective. We also find that the per-
formance of human annotation on event argument
recognition is not high enough (59.7% in F-Measure),
and hence it is a difficult problem requires further
study.

(4) Table 6 also shows that BUEES system im-
proves the recall (9.7%) performance of event argu-
ment recognition over the baseline system. It shows
that unsupervised event extraction system can also
achieve comparable or better performance with su-
pervised system. However, it is obvious that the sys-
tem recall is substantially lower than the system pre-
cision. Though bootstrapping-based approach can
improve recall performance of the soft-pattern by in-
creasing the number of iteration. When the number
of iterations increased to a certain value, the recall
will not be improved and the precision may be de-
crease. It is mainly because the more number of it-
erations the more noise information will be involved
in our system.

We should also note that the result of human
annotators use the perfect entity mentions, but our
system extracts named entities automatically. So the
gap is also partially due to wrong named entities.

5 Related Work

Our system is designed to address two issues
of event extraction: event type paradigm building
and traditional task of event extraction (i.e., event
type identification and event argument recognition).
The approach of event type paradigm building is re-
lated to some prior work on word cluster discovery
(e.g. Barzilay and McKeown (2001); Lin and Pan-
tel (2001); Ibrahim et al. (2003); Pang et al. (2003)
Miller et al. (2004) Hasegawa et al. (2004) Rosen-
feld and Feldman (2006)). Most of these works are
based on machine translation techniques to solve
paraphrase extraction problem. However, several re-
cent researches have stressed the benefits of using
word clusters to improve the performance of infor-
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mation extraction tasks. For example, Miller et al.
Miller et al. (2004) proved that word clusters could
significantly improve English name tagging perfor-
mance. In the same vein, some studies work on the
problem of relation extraction (Chambers and Juraf-
sky (2009, 2011); Poon and Domingos (2008, 2009);
Yates and Etzioni (2009)). In these works, “relation
words” were extracted and clustered. In this paper,
our work confirmed that event seed clusters are also
effective for event type paradigm building. The prob-
lem of event seeds extraction and clustering is also a
challenge problem.

The approach of event extraction is related
to a weakly supervised pattern learning algo-
Yangarber et al. (2000) used bootstrap-
ping based method learning simple surface patterns
for extracting information. Stevenson and Green-
wood (2005) proposed similarity-centric bootstrap-
ping which tried to find patterns with high lexical
similarities. Liao and Grishman (2010) filtered rank-
ing for bootstrapping in event extraction. They used
two state-of-the-art bootstrapping-based event ex-
traction systems then rank their candidate patterns
and accept the top-ranked patterns at each iteration.
The BUEES is similar to these systems in the general
approach, but its surface patterns allow gaps that
can be matched by any sequences of tokens, which
make the patterns much more general, and allows

rithm.

to recognize more instances than the simple surface
patterns.

Some English event extraction systems based on
pattern or machine learning have been reported by
researchers (Patwardhan and Riloff (2006); Yangar-
ber et al. (2000); Grishman (2001); Ji and Grishman
(2008)). However, to our knowledge, the non-English
event extraction has rarely been reported by earlier
researchers. The baseline system is based on ACE
Chinese events. Its contribution is to exploit lan-
guage specific feature for Chinese event extraction.
However, the reported precision of the results was
lower than English event extraction. In contrast, the
performance of BUEES which is absolutely unsuper-
vised is better than the baseline system and not lower
than the state-of-the-art English system.

Web-scale information extraction has received
considerable attention in the last few years. Pre-
emptive Information Extraction and Open Informa-
tion Extraction (Open IE) are the first paradigms
that relax the restriction of a given vocabulary of

relations and scale to all relation phrases expressed
in text (Shinyama and Sekine (2006); Banko et al.
(2007); Banko et al. (2008); Wu and Weld (2010); Et-
zioni et al. (2011); Fader et al. (2011)). Preemptive
IE relies on document and entity clustering, which is
too costly for Webscale IE. Open IE favors speed over
deeper processing, which aids in scaling to Web-scale
corpora. Comparing with Pre-emptive Information
Extraction and Open Information Extraction, the
main differences of this paper are on the following
aspects. First, the previous work mainly focuses on
relation extraction, however, this paper aims to ex-
tracts events from web corpus. Second, Open IE
cannot give the event (or relation) type paradigm
which is useful for application.

6 Conclusion and Future Work

We have presented the BUEES system which
discovers interesting events; learns extraction pat-
terns and extracts the event instances from the Web.
BUEES neither relies on manually produced extrac-
tion patterns nor on manually annotated training
corpus.

BUEES performs by clustering event seeds, gen-
erating seed instances and bootstrapping its pattern.
Based on general sequential pattern, this paper pro-
posed soft-pattern learning algorithm. Soft-pattern
has much greater generalization ability and can reach
a high performance for successful bootstrapping.

One of the future work we would like to explore
more perfect patterns. Patterns in this paper are
very simple that just use several cost values and rules
to generate soft-pattern. We want to see if we can
achieve higher performance with more complex and
perfect patterns.
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